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For most they are designed
and treated as just a building
with a lot of IT equipment
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THE MODERN DIGITAL FACTORY 2 ew
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Industrialization Cycle across all levels

Consume
Drive Data Data Data
value Generate [ ] [ ][ ]

Data and Application Platform

Drive NN AW 2% N N Business
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CHALLENGES AND OPPORTUNITIES .2

IT infrastructure silos with low utilization
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Workloads and
data growth is sky
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Resiliency
Network Stability & Service Continuity
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Weeks / months

Portability & Interoperability
Management & Orchestration
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Low feature velocity — slow Time To Market
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nteD & Z  POWERING TELCO CLOUD

ERICSSON
Carrier-Grade Resilience ... Cloud-Pace Innovation

Cloud Transforms BUSINESS MODEL INNOVATION INDUSTRYEMOMENTUM

- Cloud for All
Business Infrastructure “Born in the Cloud” Intel® Network Builders

Personalized Services Intel® Cloud for All
Real-Time Capabilities Trusted Analytics Platform

Telco Cloud &
Converged
Infrastructure

m(@\ INTEL TECHNOLOGY INNOVATION ARCHITECTURAL INNOVATION
World Class Standards Intel® Xeon® Software Defined Infrastructure

Global Intel® 3D XPoint

NFV & SDN & ;
Definition Deployments Intel® Sllllzclgg:hotonlcs

Intel® Rack Scale /Design
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DIGITAL TRANSFORMATION IS DRIVING DATA GENTER “REDESIGN

A hew
HYPER-CONNECTED Deluge of Data infrastructure
WORLD design is required

) 5G Wirelessand
Optical Networking

;q‘;-,;; Cloud Processing
S/ and Analytics

I i1 50B Connected
> Devices
by 20201




INTEL” RACK SCALE DESIGN VISION
Orchestration Software N e|®
t !ncreased Performance

Compute pool ? a-C k SC a-l e
Intel® Xeon® processor

Design ol

Intel® Optane™ Storage
Intel® Silicon Photonics

Hot Storage pool

Warm Storage pool

Accelerator pool [ D

“A revolutionary, new architecture that
fundamentally changes the way a data center
is built, managed, and expanded over time”

Lower Total Cost of Ownership

Composable

« Standards-based management

« Buy what you need

* Interoperable

« Eliminates redundant infrastructure*

Optimized interconnect

Physical Resource Pools

* Fan, power supply, chassis, cabling, etc.



REVOLUTIONIZING THE DATA GENTER

® : . .
g‘;fli ceale O FLEXIBLE  Suickty and dyramically configure ec
Design £  MANAGEABLE Discover, commose, and monitor rescurces

Buy and upgrade only what you need

D and when you need it
D D Benefit from choice, interoperability,

flexibility, and industry-wide innovation




INTEL" RSD IS COMPLEMENTARY TO INDUSTRY STANDARDS

Intel® Rack Scale

Design
Open Sourced Software

Physical Architectures Industry Standards
Rack Dimensions, Board FF, Power Delivery Bodies
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INTEL" RSD ALIGNED ECOSYSTEM

Intel® Rack Scale Design supports a wide range of partner solutions

o

OEMs/ ODMs/TEMs* ’ DALENMC % @ iNSPUr &
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ISVs/OSVs* 2 Megtrends CAN@NICAL vmware %7 Cloud
Industry Initiatives/ E openstack@ gﬂfmfwﬂ DMTFV ol }F)ﬁoﬂﬁnhyl‘,\ ﬁ%
Standards* Redfich Open Data Center Committee
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ERICSSON HYPERSCALE DATACENTER =
SYSTEM 8000

See everything
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D Z— mmmemmsi  Networking
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: b} -
v'-' Qq ]‘L.J_““IL‘ -“9-8%02% . .
\ Wdiddan 2008 < . < Accelerators
€ T Disks

Disaggregated hardware

Open management and vPOD, virtual POD

integration with Command Center - -
SW defined infrastructure combining

of the complete datacenter, Ericsson and components into virtual performance
3PP optimized datacenters

Seamless scalability with efficient
life cycle management

Worlds first Disaggregated DC Solution using Intel Rack Scale Design
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HARDWARE DISAGGREGATION E

Today’s servers Disaggregated Datacenter

Memory E=E= E==

’ NICs ‘H\‘\
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~80% of HW CAPEX & power consumption
A
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Workload usage
Un-used hardware

CPU Mem Disks NIC Acc :
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VPODs TO MAKE YOU AGIL:

One shared infrastructure — All Workloads

ORACLE n *
DATABASE w Vmwa re : —
openstack docker ® () O =«

CLOUD SOFTWARE

j i:MlL: g:om
vPOD 1 vPOD 2 vPOD 3 vPOD 4 vPOD 5 2= it

Optical Backplane - connecting components into vPODs

| | | |
[:] [:] x86] x86i s | (= 8 8 :=>::> - ]

— —:“> E2E Infrastructure -
[2] x86 | e 8 Operation

Networking CPU Memory Storage Accelerators \and Orchestration

Pooled spare capacity, on component level, across all domains.
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HDS'DC NETWORKING

DC fabric automation through single interface

N

Software defined DC partitioning - vPOD

O,
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Industry standard open underlay fabric
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Industry leading analytics
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HDS 8000 VALUES - SUMMARY 2. @

* X x "
XS0t sesbenne> Fast deployment with vPOD
E Timeto ) Most up-to-date components by Disaggregation

market

SR One open integration and maintenance system
reduction Simplified maintenance with vPOD / Disaggregated HW

CAPEX Open platform - freedom to select vendor
efficiency Optics meeting future storage needs
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MEET THE NFVI REFERENCE =z
ARCHITECTURE

MANO

Ericsson
Cloud Manager
(MANO)
VNF EMS (OSS-RC)
NS / VNF
m S Gresin
I l

Service Orchestration
NEVi

|
Virtual Compute Virtual Storage Virtual Network
Ericsson

Hypervisor Cloud Execution

Environment
HDS-8000 / BSP-8000
Compute Storage and Networking
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General purpose

VNF
Lifecycle
management

Cloud SDN
Infrastructure @ Controller
Controller

(VIM)

Command Center
Management




"

CLOUD eXeCUTION i
BENEFITS

ENVIRONMENT

I
Openness - freedom to select vendor
* Open platform - built on open source

& Runs on 3rd party HW

¢

250 P

"
.

Yo e
. ke

‘)

\ virtual routers
B
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Igh performance
Accelerated vSwitch

» 15x through put

« Low and predictable
latency
Line-rate performance

Linux OS/
Hypervisor

>

. I'Simple and trusted security
»Simplified security administration
« Trusted tenant isolatigh
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(" . .
Continuous end-user access to services
* Redundant (3x) Cloud Infrastructure Controller
« High availability with CMHA

\- Persistent anti affinity

¥ 2

nified cloud

’ infrastructure O&M

é Telco grade « Fault and performance
OpenStack management

« Update and rollback

\- Backup and restore

4

[10 minute deployment of applications

and services
« Automated installation with OVF support
» CEE reference solution — pre tested configurations

~

J
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Ceec VALUES 2. @®LG

+ Competitve L iiah performance and high availability

positioning

/ . .
‘ §§ Increased Trusted tenant isolation

revenue

L Rapid service deployment

market Fast innovation on open platform

S—  OpEX Efficient O&M
g_, reduction

Simplified security administration
Open platform — freedom to select vendor

3 CAPEX
iﬁ) efficiency

» Fast cloud deployment
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KeY DIFFERENTIATORS - eCM Z. @

Single Pane of Glass Open & Flexible

« Tenant Portal, Chargeback Compliant with ETSI NFV MANO,
| | ' L _ n OpenStack, ODL, VMware
*  Multi-DC, multi tenant management e

openstack™

Multi Hypervisor Support
- Integration with OSS/BSS (VMware, KVM)

Multi-vendor integration
(for VIMs, VNFs, VNFMs)

Commercial Deployments Advanced MANO features

Currently 3 Live and dBcomo Orchestration of physical and virtualized applications
more than 20 commercial  “Ze/erzres Monitoring of HW, VIMs, VAPPs

contracts
Many ongoing PoCs SoftBank Policy-driven Automation & Optimization
Live in several countries
Award winning product

L2/L3 networking within/across DC.

= vk EEE Optimized operations with automation
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NFV IN REALITY WITH OPERATORS Z,

Softbank Digicel Vodafone, Swisscom & Telefdnica
Mobile Broadband Mobile Broadband VOLTE & Wi-Fi Calling Overlay

Telstra DOCOMO Telefonica UNICA
Enterprise Slicing Multi-vendor NFV Multi-vendor cloud-based virtualization


http://www.ericsson.com/news/1993863
http://www.ericsson.com/news/1988285




